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OBJECTIVE

“ To construct a deep transfer learning 

model which classifies active compound  

for specific receptor targets ” 
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METHODOLOGY
I .  D A T A  P R E P A R A T I O N

FOCUSED RECEPTOR TARGETS PRESENT NEGATIVE INOTROPES

Beta 1 Adrenergic receptor(ADBR1) Beta blockers

Antiogensin-Converting enzyme(ACE) ACE inhibitors

Mineralcorticoid receptor(MCR) Diuretics

Table 1: Focused receptor targets and present negative inotropes
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METHODOLOGY
I .  D A T A  P R E P A R A T I O N

pX value

pX
Bioactivity Datapoints

pX >= pN

pX < pN

COMPOUND CLASSIFICATION

Classification Criteria

By using N: 
1000 nM, 500 nM, 
300 nM, 100 nM

pN = -log(N)

Active Compound 

Inactive Compound 
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Diagram 1: FP2VEC technique
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Diagram 2: Model architecture
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N=1000nM dataset

N=500nM dataset
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METHODOLOGY
I I I .  M O D E L  T R A I N I G

Hyperparameter Tuning with 
hyperparameters:

Embedding vector (k): 50, 100, 150
Window size of filter (h): 3, 4, 5

Feature map size (n): 256, 512, 1024
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METHODOLOGY
IV.PERFORMANCE EVALUATION

ROC-AUC scores
(Area under the receiver operating characteristic curve scores)
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RESULTS & DISCUSSION

Efficiency of multi-task model at k= 50, h = 5, n = 1024



RESULTS & DISCUSSION

Efficiency of multi-task & single task model at k= 50, h = 5, n = 1024



RESULTS & DISCUSSION

Comparison of Logarithm Loss for Each Task of 

Multi-task Model (Above) & Single Task Model (Below)



RESULTS & DISCUSSION

Best hyperparameters

▪ Embedding vector (k): 50

▪ Window size of filter (h): 5

▪ Feature map size (n): 1024

Best bioactivity criteria

▪ X = 1000 nM

Result AUC score

▪ GPCR Subfamily A3 : 0.940

▪ Nuclear Receptor Subfamily 3 : 0.853

▪ GPCR Subfamily A17 : 0.780
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